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Abstract Cloud infrastructures are increasingly becoming essential components for
providing Internet services. By benefitting from economies of scale, Clouds can ef-
ficiently manage and offer a virtually unlimited number of resources, and can min-
imise the costs incurred by organisations when providing Internet services. How-
ever, as Cloud providers often rely on large data centers to sustain their business and
offer the resources that users need, the energy consumed by Cloud infrastructures
has become a key environmental and economical concern. This chapter presents an
overview of techniques that can improve the energy efficiency of Cloud infrastruc-
tures. We propose a framework termed as Green Open Cloud, which uses energy
efficient solutions for virtualised environments; the framework is validated on a ref-
erence scenario.

1 Introduction

Cloud solutions have become essential to current and future Internet architectures
as they provide on-demand virtually unlimited numbers of compute, storage and
network resources. This elastic characteristic of Clouds allows for the creation of
computing environments that scale up and down according to the requirements of
distributed applications.
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Through economies of scale, Clouds can efficiently manage large sets of re-
sources; a factor that can minimise the cost incurred by organisations when provid-
ing Internet services. However, as Cloud providers often rely on large data centers
to sustain their business and supply users with the resources they need, the energy
consumed by Cloud infrastructures has become a key environmental and econom-
ical concern. Data centers built to support the Cloud computing model can usually
rely on environmentally unfriendly sources of energy such as fossil fuels [2].

Clouds can be made more energy efficient through techniques such as resource
virtualisation and workload consolidation. After providing an overview of energy-
aware solutions for Clouds, this chapter presents an analysis of the cost of virtual-
isation solutions in terms of energy consumption. It also explores the benefits and
drawbacks that Clouds could face by deploying advanced functionalities such as
Virtual Machine (VM) live migration, CPU throttling and virtual CPU pinning. This
analysis is important for users and administrators who want to devise resource allo-
cation schemes that endeavour to reduce the CO2 footprint of Cloud infrastructures.

As we attempt to use recent technologies (i.e. VM live migration, CPU capping
and pinning) to improve the energy efficiency of Clouds, our work can be positioned
in the context of future Clouds. This work proposes an energy-aware framework
termed as Green Open Cloud (GOC) [21] to manage Cloud resources. Benefiting
from the workload consolidation [34] enabled by resource virtualisation, the goal of
this framework is to curb the energy consumption of Clouds without sacrificing the
quality of service (in terms of performance, responsiveness and availability) of user
applications. All components of the GOC architecture are presented and discussed:
Green policies, prediction solutions and network presence support. We demonstrate
that under a typical virtualised scenario GOC can reduce the energy used by Clouds
by up to 25% compared to basic Cloud resource management.

The remaining part of this chapter is organised as follows. Section 2 discusses
energy-aware solutions that can be applied to Clouds. Then, the energy cost of vir-
tual machines is investigated in Section 3. The GOC architecture is described in
Section 4 and evaluated on a typical virtualised scenario Section 5.

2 Overview of Energy Aware Techniques for Clouds

Current Web applications demand highly flexible hosting and resource provision-
ing solutions [35]. The rising popularity of social network Web sites, and the desire
of current Internet users to store and share increasing amounts of information (e.g.
pictures, movies, life-stories, virtual farms) have required scalable infrastructure.
Benefiting from economies of scale and recent developments in Web technologies,
data centers have emerged as a key model to provision resources to Web applica-
tions and deal with their availability and performance requirements. However, data
centers are often provisioned to handle sporadic peak loads, which can result in low
resource utilisation [15] and wastage of energy [12].
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The ever-increasing demand for cloud-based services does raise the alarming
concern of data center energy consumption. Recent reports [29] indicate that energy
costs are becoming dominant in the Total Cost of Ownership (TCO). In 2006, data
centers represented 1.5 percent of the total US electricity consumption. By 2011, the
current data center energy consumption could double [31] leading to more carbon
emissions. Electricity becomes the new limiting factor for deploying data center
equipments.

A range of technologies can be utilised to make cloud computing infrastructures
more energy efficient, including better cooling technologies, temperature-aware
scheduling [24, 9, 30], Dynamic Voltage and Frequency Scaling (DVFS) [14, 33],
and resource virtualisation [36]. The use of VMs [3] brings several benefits includ-
ing environment and performance isolations; improved resource utilisation by en-
abling workload consolidation; and resource provisioning on demand. Nevertheless,
such technologies should be analysed and used carefully for really improving the
energy-efficiency of computing infrastructures [23]. Consolidation algorithms have
to deal with the relationship between performance, resource utilisation and energy,
and can take advantage from resource heterogeneity and application affinities [34].
Additionally, techniques such as VM live-migration [6, 13], can greatly improve the
capacities of Cloud environments by facilitating fault management, load balancing
and lowering system maintenance costs. VM migration provides a more flexible and
adaptable resource management and offers a new stage of virtualisation by remov-
ing the concept of locality in virtualised environments [38].

The overhead posed by VM technologies has decreased over the years, which has
expanded their appeal for running high performance computing applications [37]
and turned virtualisation into a mainstream technology for managing and provid-
ing resources for a wide user community with heterogeneous software-stack re-
quirements. VM-based resource management systems such as Eucalyptus [26] and
OpenNebula [10], allow users to instantiate and customise clusters of virtual ma-
chines atop the underlying hardware infrastructure. When applied in a data center
environment, virtualisation can allow for impressive workload consolidation. For
instance, as Web applications usually present variable user population and time-
variant workloads, virtualisation can be employed to reduce the energy consumed
by the data center environment through server consolidation whereby VMs running
different workloads can share the same physical host. By consolidating the work-
load of user applications into fewer machines, unused servers can potentially be
switched off or put in low energy consumption modes. Yet attracting virtualisation
is, its sole use does not guarantee reductions in energy consumption. Improving the
energy efficiency of Cloud environments with the aid of virtualisation generally calls
for devising mechanisms that adaptively provision applications with resources that
match their workload demands and utilises other power management technologies
such as CPU throttling and dynamic reconfiguration; allowing unused resources to
be freed or switched off.

Existing work has proposed architectures that benefit from virtualisation for mak-
ing data centers and Clouds more energy efficient. The problem of energy-efficient
resource provisioning is commonly divided into two subproblems [22]: at micro-
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or host level, power management techniques are applied to minimise the number of
resources used by applications and hence reduce the energy consumed by an indi-
vidual host; and at a macro-level, generally a Resource Management System (RMS)
strives to enforce scheduling and workload consolidation policies that attempt to
reduce the number of nodes required to handle the workloads of user applications
or place applications in areas of a data center that would improve the effectiveness
of the cooling system. Some of the techniques and information commonly investi-
gated and applied at a macro- or RMS-level to achieve workload consolidation and
energy-efficient scheduling include:

• Applications workload estimation;
• The cost of adaptation actions;
• Relocation and live-migration of virtual machines;
• Information about server-racks, their configurations, energy consumption

and thermal states;
• Heat management or temperature-aware workload placement aiming for

heat distribution and cooling efficiency;
• Study of application dependencies and creation of performance models;

and
• Load balancing amongst computing sites;

Server consolidation has been investigated in previous work [8, 39, 40, 5, 18, 20,
16, 34]. A key component of these systems is the ability to monitor and estimate
the workload of applications or the arrival of user requests. Several techniques have
been applied to estimate the load of a system, such as exponential moving aver-
ages [4], Kalman filters [17], autoregressive models, and combinations of methods
[19, 5]. Provisioning VMs in an IaaS environment poses additional challenges as
information about the user applications is not always readily available. Section 4.3
describes an algorithm for predicting the characteristics of advance reservation re-
quests that resemble requests for allocating virtual machines.

Fitted with workload-estimation techniques, these systems provide schemes to
minimise the energy consumed by the underlying infrastructure while minimising
costs and violations of Service Level Agreements (SLAs). Chase et al. [5] intro-
duced MUSE, an economy-based system that allocates resources of hosting cen-
ters to services aiming to minimise energy consumption. Services bid for resources
as a function of delivered performance whilst MUSE switches unused servers off.
Kalyvianaki et al. [18] introduced autonomic resource provisioning using Kalman
filters. Kusic et al. proposed a lookahead control scheme for constantly optimising
the power efficiency of a virtualised environment [20]. With the goal of maximis-
ing the profit yielded by the system while minimising the power consumption and
SLA violations, the provisioning problem is modelled as a sequential optimisation
under uncertainty and is solved using the lookahead control scheme. Placement of
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applications and scheduling can also take into account the thermal states or the heat
dissipation in a data center [24]. The goal is scheduling workloads in a data cen-
ter, and the heat they generate, in a manner that minimises the energy required by
the cooling infrastructure, hence aiming to minimise costs and increase the overall
reliability of the platform.

Although consolidation fitted with load forecasting schemes can reduce the over-
all number of resources used to serve user applications, the actions performed by
RMSs to adapt the environment to match the application demands can require the
relocation and reconfiguration of VMs. That can impact the response time of ap-
plications, consequently degrading the QoS perceived by end users. Hence, it is
important to consider the costs and benefits of the adaptation actions [40]. For ex-
ample, Gueyoung et al. [16] have explored a cost-sensitive adaptation engine that
weights the potential benefits of reconfiguration and their costs. A cost model for
each application is built offline and to decide when and how to reconfigure the VMs,
the adaptation engine estimates the cost of adaptation actions in terms of changes
in the utility, which is a function of the application response time. The benefit of an
action is given by the improvement in application response time and the period over
which the system remains in the new configuration.

Moreover, consolidation raises the issue of dealing with necessary redundancy
and placement geo-diversity at the same time. Cloud providers, as Salesforce.com
for example, that offer to host entire websites of private companies [11], do not
want to lose entire company websites because of power outages or network access
failures. Hence, outage and blackout situations should be anticipated and taken into
account in the resource management policies [32].

While the macro-level resource management performs actions that generally take
into account the power consumption of a group of resources or the whole data cen-
ter, at the host-level the power management is performed by configuring parameters
of the hypervisor’s scheduler, such as throttling of Virtual CPUs (VCPU) and using
other OS specific policies. In the proposed architectures, hosts generally run a lo-
cal resource manager that is responsible for monitoring the power consumption of
the host and optimising it according to local policies. The power management ca-
pabilities available in virtualised hosts has been categorised as [25]: “soft” actions
such as CPU idling and throttling; “hard” actions like DVFS; and consolidating in
the hypervisor. CPU idling or soft states consist in changing resource allotments of
VMs and attributes of the hypervisor’s scheduler (e.g. number of credits in Xen’s
credit scheduler) to reduce the CPU time allocated to a VM so that it consumes less
power. Hard actions comprise techniques such as scaling the voltage and frequency
of CPUs. Consolidation can also be performed at the host-level where the VCPUs
allocated to VMs can be configured to share CPU cores, putting unused cores in idle
state, hence saving the energy that would otherwise be used by the additional core
to run a VM.

Nathuji and Schwan [25] presented VirtualPower, a power management sys-
tem for virtualised environments that explores both hardware power scaling and
software-based methods to control the power consumption of underlying platforms.
VirtualPower exports a set of power states to VM guests that allow guests to use
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and act upon these states thus performing their own power management policies.
The soft states are intercepted by Xen hypervisor and are mapped to changes in the
underlying hardware such as CPU frequency scaling according to the virtual power
management rules. The power management policies implemented in the guest VMs
are used as “hints” by the hypervisor rather than executable commands. They also
evaluate the power drawn by cores at different frequency/voltage levels and suggest
that such technique be used along with soft schemes.

3 Investigating the Energy Consumption of Virtual Machines

With the aim of integrating soft schemes such as CPU throttling, the next sections
describe simple experiments to evaluate the distance between the idle consumption
and the consumption at high utilisation of virtualised servers. The experiments eval-
uate the additional power drawn by VMs and the impact of operations such as CPU
idling, consolidation at the host level and VM live-migration.

3.1 Experimental Scenario

The evaluation has been performed on a testbed composed of HP Proliant 85 G2
servers (2.2GHz, 2 duo core CPUs per node) with Xen open source 3.4.1. Each node
is connected to an external wattmeter that logs its instant power consumption; one
measurement is taken each second. The storage of these energy logs is performed
by a data collector machine. The precision of measurements of this setup is 0.125
Watts whereas the frequency of measurements is one second.

3.2 Virtual Machine Cost

In order to be energy efficient, virtual machines should ideally start and halt quickly
and without incurring too much energy usage. It is hence crucial to understand the
cost of basic virtual machine operations and statuses (such as boot, run, idle, halt)
in terms of energy consumption.

The experiments reported here describe the stages of booting, running and shut-
ting down virtual machines. Each virtual machine is configured to use one VCPU
without pinning (i.e. we do not restrict which CPUs a particular VCPU may run
on using the generic vcpu-pin interface), and no capping of CPU credits. We mea-
sure the energy consumption by running different configurations, one at a time, each
with a different number of virtual machines; from one to six virtual machines on one
physical resource.
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Fig. 1 Energy consumption of different numbers of idle virtual machines on one physical machine.

The graph in Figure 1 shows the energy consumption of virtual machines that are
initialised, but do not have a workload (i.e., they do not execute any application after
booting). As shown by this figure, the start and shutdown phases of VMs consume an
amount of energy that should not be ignored when designing resource provisioning
or consolidation mechanisms. The graph in Figure 2, on the other hand, shows the
consumption of virtual machines that execute a CPU intensive sample application
(i.e. cpuburn1) once they finish booting. The CPU intensive workload runs for 60
seconds once the virtual machine is initialised and we wait for some time before
shutting it down to recognise more clearly the shutdown stage in the graphs.

As shown by Figure 2, the increase in energy consumption resulting from in-
creasing the number of virtual machines in the system depends largely on the num-
ber of cores in use. Although the 5th and 6th VMs seem to come at a zero cost in
terms of energy consumption since all the cores were already in use, in reality the
application performance can be degraded. We have not evaluated the performance
in this work since we run a sample application, but in future we intend to explore
the performance degradation and the trade-off between application performance and
energy savings.

1 cpuburn is a test application that attempts to use 100% of CPU.
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Fig. 2 Energy consumption of virtual machines running a CPU intensive workload on a shared
physical resource.

3.3 Migration Cost

This experiment evaluates the energy consumption when performing live migra-
tion of four virtual machines running a CPU intensive workload. After all virtual
machines are initialised, at time 40 seconds, the live migration starts; one virtual
machine is migrated at every 30 seconds. The results are summarised in Figure 3.

The figure shows that migrating VMs leads to an increase in energy consump-
tion during the migration time – factor evidenced by the asymmetry between the
lines. Even though the VMs migrated in this scenario had only 512MB of RAM,
the experiment demonstrates that when migrating with the goal of shutting down
unused resources, one must consider that during the migration, two machines will
be consuming energy.

3.4 Capping and Pinning of VCPUs

This experiment measures the energy consumption of virtual machines when we
vary parameters of the credit scheduler used by Xen hypervisor. The first parameter
evaluated is the cap of CPU utilisation. Valid values for the cap parameter when
using one virtual CPU are between 1 and 100, and the parameter is set using the
xm sched-credit command. Initially, we run a virtual machine with a CPU intensive
workload and measure the energy consumption as we change the CPU cap. The
experiment considers the following caps: 100, 80, 60, 40 and 20. Once the virtual
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Fig. 3 Migration of 4 virtual machines starting after 40 seconds, one migration every 30 seconds.

machine is initialised and the CPU intensive workload is started, the virtual machine
remains during one minute under each cap and is later shut down. The results are
summarised in Figure 4.
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Fig. 4 Energy consumption of a virtual machine under different CPU utilisation caps.
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Although capping has an impact on power consumption, this impact is small
when considering only one core, and under some cap values the energy consumption
does not remain stable. However, the difference in consumption is more noticeable
when throttling the CPU usage of multiple VMs.

When virtual machines are initialised, the credit scheduler provided by Xen hy-
pervisor is responsible for deciding which physical cores the virtual CPUs will
utilise. However, the assignment of virtual CPUs to physical cores can be modi-
fied by the administrator via Xen’s API by restricting the physical cores used by
a virtual machine; operation known as “pinning”. The second set of experiments
described here evaluate the energy consumption when changing the default pinning
carried out by Xen’s hypervisor.

This experiment first initialises two VMs with the CPU intensive workload; then,
leaves them run under default pinning for one minute; after that, throttles the VCPUs
by forcing them to share the same core; next, changes the core to which the VCPUs
are pinned at each minute; after that, removes pin restrictions; and finally shuts down
the VMs. Figure 5 summarises the results.
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Fig. 5 Energy consumption by making the virtual CPUs of two VMs share the same core.

The energy consumption reduces as the number of utilised cores in the system
decreases. Although this may look obvious, the results demonstrate that it is possible
to consolidate a workload at the host level and minimise the energy consumption by
using capping. For example, a hosting center may opt for consolidating workloads
if a power budget has been reached or to minimise the heat produced by a group
of servers. Our future work will investigate the trade-off’s between performance
degradation and energy savings achieved by VCPU throttling when provisioning
resources to multi-tier Web applications.
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4 The Green Open Cloud

4.1 The Green Open Cloud Architecture

The energy footprint of current data centers has become a critical issue, and it has
been shown that servers consume a great amount of electrical power even when
they are idle [28]. Existing Cloud architectures do not take full advantage of recent
techniques for power management, such as Virtual Machine (VM) live migration,
advance reservations, CPU idling, and CPU throttling [25].

We attempt to make use of recent technologies to improve the energy efficiency
of Clouds, thus placing our work in the context of future Clouds. This work proposes
an energy-aware framework termed as Green Open Cloud (GOC) [21] to manage
Cloud resources. Benefitting from the workload consolidation [34] enabled by re-
source virtualisation, the goal of this framework is to curb the energy consumption
of Clouds without sacrificing the quality of service (in terms of performance, re-
sponsiveness and availability) of user applications.

In the proposed architecture, users submit their reservation requests via a Cloud
portal (e.g. a Web server) (Figure 6). A reservation request submitted by a user
to the portal contains the required number of VMs, its duration and the wished
start time. GOC manages an agenda with resource reservations; all reservations are
strict, and once approved by GOC, their start times cannot change. This is like a
green Service Level Agreement (SLA) where the Cloud provider commits to give
access to required resources (VMs) during the entire period that is booked in the
agenda. This planning provides a great flexibility to the provider, that can have a
better control on how the resources are provisioned.

Following the pay-as-you-go philosophy of Clouds, the GOC framework deliv-
ers resources in a pay-as-you-use manner to the provider: only utilised resources are
powered on and consume electricity. The first step to reduce electricity wastage is to
shut down physical nodes during idle periods. However, this approach is not trivial
as a simple on/off policy can be more energy consuming than doing nothing because
powering nodes off and on again consumes electricity and takes time. Hence, GOC
uses prediction algorithms to avoid frequent on/off cycles. VM migration is used
to consolidate the load into fewer resources, thus allowing the remaining resources
to be switch off. VCPU pinning and capping are used as well for workload con-
solidation. GOC can also consolidate workloads considering time by aggregating
resource reservations. When a user submits a reservation request, the Green Open
Cloud framework suggests alternative start times for the reservation request along
with the predicted amount of energy it will consume under the different scenarios. In
this way, the user can make an informed choice and favour workload aggregation in
time, hence avoiding excessive on/off cycles. On/off algorithms also pose problems
for resource management systems, which can interpret a switched-off node as a fail-
ure. To address this issue, GOC uses a trusted proxy that ensures the nodes’ network
presence; the Cloud RMS communicates with this proxy instead of the switched-off
nodes (Figure 6).
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The key functionalities of the GOC framework are to:

• monitor Cloud resources with energy sensors to take efficient management
decisions;

• provide energy usage information to users;
• switch off unused resources to save energy;
• use a proxy to ensure network presence of switched-off resources and thus

provide inter-operability with different RMSs;
• use VM migration to consolidate the load of applications in fewer re-

sources;
• predict the resource usage to ensure responsiveness; and
• give “green” advice to users in order to aggregate resource requests.

The GOC framework works as an overlay atop existing Cloud resource man-
agers. GOC can be used with all types of resource managers without impacting on
their workings, such as their scheduling policies. This modular architecture allows
a great flexibility and adaptivity to any type of future Cloud’s RMS architecture.
The GOC framework relies on energy sensors (wattmeters) to monitor the electric-
ity consumed by the Cloud resources. These sensors provide direct and accurate
assessment of GOC policies, which helps it in using the appropriate power manage-
ment solutions.

The GOC architecture, as described in Figure 6, comprises:

• a set of energy sensors providing dynamic and precise measurements of power
consumption;

• an energy data collector which stores and provides the energy logs through the
Cloud Web portal (to increase the energy-awareness of users);

• a trusted proxy for supporting the network presence of switched-off Cloud re-
sources; and

• an energy-aware resource manager and scheduler which applies the green poli-
cies and gives green advice to users.

The Cloud RMS manages the requests in coordination with the energy-aware
resource manager which is permanently linked to the energy sensors. The energy-
aware resource manager of GOC can be implemented either as an overlay on the
existing Cloud RMS, or as a separate service. Figure 7 depicts a scenario where
GOC is implemented as an overlay on the existing Cloud RMS. In the resource
manager, the beige boxes represent the usual components of a future Cloud RMS
(with agenda) whereas the green boxes depict the GOC functionalities. These add-
ons are connected to the RMS modules and have access to the data provided by
users (i.e. submitted requests) and the data in the reservation agenda.

When a user submits a request, the admission control module checks whether it
can be admitted into the system by attempting to answer questions such as: Is the
user allowed to use this Cloud? Is the request valid? Is the request compliant with
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Fig. 6 The GOC architecture.

Fig. 7 The GOC resource manager.

the Cloud’s usage chart? Then, the job acceptance module transfers the request to
the scheduler and to the green resource manager (also called energy-aware manager
and labeled “Green Policies” in Figure 7). The scheduler queries the agenda to see
whether the requested reservation can be placed into it whilst the green resource
manager uses its aggregation and prediction modules to find other less energy-
consuming possibilities to schedule this reservation in accordance with its green
policies. All the possible schedules (from the Cloud’s scheduler and from the green
resource manager) are then transferred to the job acceptance module which presents
them to the user and prompts her for a reply.

The agenda is a database containing all the future reservations and the recent his-
tory (used by the prediction module). The green agenda contains all the decisions
of the green resource manager: on/off and VM migrations (when to switch on and
off the nodes and when to migrate VMs). These decisions are applied by the green
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enforcement module. The resource enforcement module manages the reservations
(gives the VMs to the users) in accordance with the agenda. The resource status
component periodically polls the nodes to know whether they have hardware fail-
ures. If the nodes are off, the component queries the network presence proxy, so the
nodes are not woken up unnecessarily. The energy data collector module monitors
the energy usage of the nodes and gives access to this information to the green re-
source manager. These data are also put on the Cloud Web portal, so users can see
their energy impact on the nodes and increase their energy-awareness.

4.2 Network Presence

As we switch off unused nodes, they do not reply to queries made by the Cloud
resource manager, which can be considered by the RMS as a resource failure. This
problem is solved by using a trusted proxy to ensure the network presence of the
Cloud resources. When a Cloud node is switched off, all of its basic services (such as
ping or heartbeat services) are migrated to the proxy that will then answer on behalf
of the node when asked by the resource manager. The key issue is to ensure the
security of the infrastructure and to avoid the intrusion of malicious nodes. Our trust-
delegation model is described in more details in previous work [7]. This mechanism
allows a great adaptivity of the GOC framework to any Cloud RMS.

4.3 Prediction Algorithms

As reservations finish, the prediction algorithm predicts the next reservation for the
freed resources. If the predicted reservation of a resource is too close (in less than
Ts seconds), the resource remains powered on (it would consume more energy to
switch it off and on again), otherwise it is switched off. This idea is illustrated by
Figure 8.

For a given resource, Ts is given by the following formula:

Ts =
EON→OFF +EOFF→ON −POFF(δON→OFF +δOFF→ON)

Pidle−POFF

where Pidle is the idle consumption of the resource (in Watts), POFF the power con-
sumption when the resource is off (in Watts), δON→OFF the duration of the resource
shutdown (in seconds), δOFF→ON the duration of the resource boot, EON→OFF the
energy consumed to switch off the resource (in Joules) and EOFF→ON the energy
consumed to switch on the resource (in Joules).

In the same way, we define temporal parameters based on the energy consump-
tion of the resources to know in which case it would be more energy efficient to
use VM migration. Tm is the bound on the remaining reservation’s duration beyond
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which migration is more energy efficient: if the reservation is still running for more
than T −m seconds, the VMs should be migrated, otherwise they stay on their re-
spective physical hosts. As the migration takes time, migration of small jobs is not
useful (with a duration lower than 20 seconds in that example). This lower time
bound is denoted Ta. If a migration is allowed, the green enforcement module also
waits Ta seconds after the beginning of a job before migrating it. It indeed allows
initialising the job and the VM, so the migration is simplified and we avoid the
migration of small jobs, crashed jobs or VMs (in case of technical failure or bad
configuration of the VM).

For the next reservation, the predicted arrival time is the average of the inter-
submission time of the previous jobs plus a feedback. The feedback is computed
with the previous predictions; it represents an average of the errors made by com-
puting the n previous predictions (n is an integer). The error is the difference be-
tween the true observation and the predicted value. For estimating other features of
the reservation (size in number of resources and length), the same kind of algorithm
is used (average of the previous values at a given time).

We have seen in previous work [27] that even with a small n (5 for example)
we can obtain good results (70% of good predictions on experimental Grid traces).
This prediction model is simple, but it does not need many accesses and is really fast
to compute, which are crucial features for real-time infrastructures. This prediction
algorithm has several advantages: it works well, it requires a small part of history
(no need to store big amounts of data) and it is fast to compute. Therefore, it will
not delay the whole reservation process, and as a small part of the history is used,
it is really responsive and well adapted to request bursts as it often occurs in such
environments.

4.4 Green Policies

Among the components of a Cloud architecture, up to now, we have focused on
virtualisation, which appears as the main technology used in these architectures. It
also uses migration to dynamically unbalance the load between the Cloud nodes in
order to shut down some nodes, and thus save energy.

However, GOC algorithms can employ other Cloud components, like account-
ing, pricing, admission control, and scheduling. The role of the green policies is to
implement such strong administrator decisions at the Cloud level. For example, the
administrator can establish a power budget per day or per user. The green policies
module will reject any reservation request that exceeds the power budget limit. This
mechanism is similar to a green SLA between the user and the provider.

Green accounting will give to “green” users (the users that accept to delay their
reservation in order to aggregate it with others to save energy) credits which are
used to give more priority to the requests of these users when a burst of reservation
requests arrives. A business model can also lean on this accounting to encourage
users to be energy aware.
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5 Scenario and Experimental Results

5.1 Experimental Scenario

This section describes the first results obtained with a prototype of GOC. Our ex-
perimental platform consists of HP Proliant 85 G2 Servers (2.2 GHz, 2 dual core
CPUs per node) with XenServer 5.02 [3, 1] on each node.

The following experiments aim to illustrate the working of GOC infrastructure
in order to highlight and to compare the energy consumption induced by a Cloud
infrastructure with different management schemes. Our experimental platform con-
sists of two identical Cloud nodes, one resource manager that is also the scheduler,
and one energy data collector. All these machines are connected to the same Ether-
net router. In the following we will call ‘job’ a reservation made by a user to have the
resources at the earliest possible time. When a user submits a reservation, she spec-
ifies the length in time and the number of resources required. Although this reserva-
tion mechanism may look unusual, it is likely to be used by next generation Clouds
where frameworks would support these features to help cloud providers avoid over-
provisioning resources. Having scheduling reservations with limits, such as a time
duration, will help Cloud managers to manage their resources in a more energy-
efficient way. This is, for instance, the case of a user with budget constraints and
whose reservations will have a defined time-frame that reflects how much the user
is willing to pay for using the resources. In addition, this reflects a scenario where
service clouds with long-live applications have their resource allotments adapted ac-
cording to changes in cost conditions (e.g. cost changes in electricity) and scheduled
maintenances.

Our job arrival scenario is as follows:

• t = 10: 3 jobs of length equals to 120 seconds each and 3 jobs of length 20 sec-
onds each;

• t = 130: 1 job of length 180 seconds;
• t = 310: 8 jobs of length 60 seconds each;
• t = 370: 5 jobs of length 120 seconds each, 3 jobs of length 20 seconds each and

1 job of length 120 seconds, in that order.

The reservations’ length is short in order to keep the experiment and the graph
representation readable and understandable. Each reservation is a computing job
with a cpuburn running on the VM. We have seen that the boot and the shutdown
of a VM are less consuming than a cpuburn and that an idle VM does not consume
any noticeable amount of energy (see Figure 2). Hence, we will just include the
cpuburn burn phase in the graphs in order to reduce their length and improve their
readability (VMs are booted before the experiment start and halted after the end of
the experiment).

2 XenServer is a cloud-proven virtualisation platform that delivers the critical features of live mi-
gration and centralised multi-server management.
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These experiments, although in a small scale for clarity sake, represent the most
unfavourable case in terms of energy consumption as cpuburn fully uses the CPU
which is the most energy consuming component of physical nodes. Moreover, as
CPU is a great energy consuming component, cpuburn jobs are accurately visible
on the power consumption curves: clear steps are noticeable for each added VM (as
previously noticed in Figure 2).

Each node can host up to seven VMs. All the hosted VMs are identical in terms
of memory and CPU configuration and they all host a debian etch distribution. As
our infrastructure does not depend on any particular resource manager, we do not
change the scheduling of the reservations and the assignment of the virtual machines
to physical machines. The only exception is when a physical node is off, where we
then attribute its jobs to the awoken nodes if they can afford it; otherwise we switch
it on.

Fig. 9 Gantt chart for the round-robin scheduling.

In order to validate our framework and to prove that it achieves energy saving
regardless of the underlying scheduler, we have studied two different schedulings:

• round-robin: first job is assigned to the first Cloud node, the second job to the
second node, and so on. When all the nodes are idle, the scheduler changes their
order (we do not always attribute the first job in the queue to the first node). The
behaviour of this scheduling mechanism with the previously defined job arrival
scenario is shown in Figure 9. This is a typical distributed-system scheduling
algorithm.

• unbalanced: the scheduler puts as many jobs as possible on the first Cloud node
and, if there are still jobs left in the queue, it uses the second node, and so on
(as before, when all the nodes are idle, we change the order to balance the roles).
We can see this scheduling with the previously defined job arrival scenario in
Figure 10. This scheduling is broadly used for load consolidation.

These two scheduling algorithms are well-known and widely used in large-scale
distributed system schedulers. For each of these algorithms, we use four scenarios
to see the difference between our VM management scheme and a basic one. The
four scenarios are as follows:
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Fig. 10 Gantt chart for the unbalanced scheduling.

• basic: no changes are made, this scenario represents the Clouds with no power
management.

• balancing: migration is used to balance the load between the Cloud nodes. This
scenario presents the case of a typical load balancer which aims to limit node
failures and heat production.

• on/off : unused nodes are switched off. This is the scenario with a basic power
management;

• green: we switch off the unused nodes and we use migration to unbalance the
load between Cloud nodes. This allow us to aggregate the load on some nodes
and switch off the other ones. This is the scenario that corresponds to GOC.

5.2 Results

For each scheduling, we have run the four scenarios, one at a time, on our experi-
mental platform and we have logged the energy consumption (one measure per node
and per second at the precision of 0.125 Watts). A more extensive discussion on the
results is available in previous work [21].

Figure 11 shows the course of experiment for the two nodes with the round-robin
scheduling applied to the green scenario. The upper part of the figure shows the
energy consumption of the two nodes during the experiment while the lower part
presents the Gantt chart (time is in seconds).

At time t = 30, the second job (first VM on Cloud node 2) is migrated to free
Cloud node 1 and then to switch it off. This migration does not occur before Ta = 20
seconds. Some small power peaks are noticeable during the migration. This confirms
the results of Section 3.3 stating that migration is not really costly if it is not too long.

This migration leads to the re-allocation of the job starting at t = 130 on Cloud
node 1 since Cloud node 2 has been switched off and Cloud node 1 is available.
At t = 200, Cloud node 2 is booted to be ready to receive the jobs starting at t =
310. During the boot, an impressive consumption peak occurs. It corresponds to the
physical start of all the fans and the initialisation of all the node components. Yet,
this peak is more than compensated by the halting of the node (POFF = 20 Watts)
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Fig. 11 Green scenario with round-robin scheduling.

during the time period just before the boot since the node inactivity time was greater
than Ts (defined in Section 4.3).

During the seventh job, one can notice that a running VM with a cpuburn inside
consumes about 10 Watts which represents about 5% of the idle consumption of
the Cloud node. At time t = 390, two new VM migrations are performed, and they
draw small peaks on the power consumption curves. From that time, Cloud node
1 is switched off and Cloud node 2 has 6 running VMs. We observe that the fifth
and the sixth VMs cost nothing (no additional energy consumption compared to
the period with only four VMs) as explained in Section 3.2 as this Cloud node has
four cores. This experiment shows that GOC greatly takes advantage of the idle
periods by using its green enforcement solutions: VM migration and shut down. Job
re-allocation also allows to avoid on/off cycles. Significant amounts of energy are
saved.

The green scenario with unbalanced scheduling is presented in Figure 12. For
the green scenario, the unbalanced scheduling is more in favour of energy savings.
Indeed, two migrations less are needed than with the round-robin scheduling, and
all the first burst jobs are allocated to Cloud node 1 allowing Cloud node 2 to stay
off. In fact, this is the general case for all the scenarios (Figure 13): the unbalanced
scheduling is more energy-efficient since it naturally achieves a better consolidation
on fewer nodes.

Summarised results of all the experiments are shown in Figure 13. As expected,
the green scenario which illustrates GOC behaviour is the less energy consuming
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for the both scheduling scenarios. The balancing scenario is more energy consum-
ing than the basic scheme for unbalanced scheduling. This phenomenon is due to
numerous migrations for the balancing scenario that cancel out the benefits of these
migrations.

The noticeable figure is that the green scenario with unbalanced scheduling con-
sumes 25% less electricity than the basic scenario which shows the current Clouds
administration. This figure obviously depends on the Cloud usage.

However, it shows that great energy savings are achievable with minor impacts
on the utilisation: small delays occur due to migrations (less than 5 seconds for
these experiments) and to physical node boots (2 minutes for our experimental plat-
form nodes). These delays can be improved by using better VM live-migration tech-
niques [13], and by using faster booting techniques (like suspend to disk and sus-
pend to RAM techniques).

6 Conclusion

As Clouds are more and more broadly used, the Cloud computing ecosystem be-
comes a key challenge with strong repercussions. It is therefore urgent to analyse
and to encompass all the stakeholders related to the Cloud’s energy usage in order
to design adapted framework solutions. It is also essential to increase the energy-
awareness of users in order to reduce their CO2 footprint induced by their utili-
sations of Cloud infrastructures. This matter lead us to measure and to study the
electrical cost of basic operations concerning the VM management in Clouds, such
as the boot, the halt, the inactivity and the launching of a sample cpuburn applica-
tion. These observations show that VMs do not consume energy when they are idle
and that booting and halting VMs produce small power peaks, but are not really
costly in terms of time and energy.

As Clouds are on the way to becoming an essential element of future Internet,
new technologies have emerged for increasing their capacity to provide on-demand
XaaS (everything as a service) resources in a pas-as-you-use fashion. Among these
new technologies, live migration seems to be a really promising approach allowing
on-demand resource provisioning and consolidation. We have studied the contribu-
tion that the use of this technique could constitute in terms of energy efficiency.
VM live migration, although its performance can be improved, is reliable, fast, and
requires little energy compared to the amount it can save.

These first measurements have allowed us to propose an original software frame-
work: the Green Open Cloud (GOC) which aims at controlling and optimising the
energy consumed by the overall Cloud infrastructure. This energy management is
based on different techniques:

• energy monitoring of the Cloud resources with energy sensor for taking efficient
management decisions;

• displaying the energy logs on the Cloud portal to increase the energy-awareness;
• switching off unused resources to save energy;
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• utilisation of a proxy to carry out network presence of switched-off resources and
thus provide inter-operability with any kind of RMS;

• use of VM migration to consolidate the load in fewer resources;
• prediction of the next resource usage to ensure responsiveness;
• giving green advice to users in order to aggregate resources’ reservations.

The GOC framework embeds features that, in our opinion, will be part of the
next-generation Clouds, such as advance reservations, which enable a more flexible
and planned resource management; and VM live-migration. which allows for great
workload consolidation.

Further, the GOC framework was the subject of an experimental validation. The
validation is made with two different scheduling algorithms to prove GOC’s adaptiv-
ity to any kind of Resource Management System (RMS). Four scenarios are studied
to compare the GOC behaviour with basic Cloud’s RMS workings. Energy mea-
surements on these scenarios show that GOC can save up to 25% of the energy
consumed by a basic Cloud resource management. These energy savings are also
reflected in the operational costs of the Cloud infrastructures.

This promising work shows that important energy savings and thus CO2 footprint
reductions are achievable in future Clouds at the cost of minor performance degra-
dations. There is still room for improvement to increase the user’s energy-awareness
which is the main leverage to trigger a real involvement from the Cloud providers
and designers in order to reduce the electricity demand of Clouds and contribute to
a more sustainable ICT industry.
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